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Abstract 

There is a growing demand for the use of digital tools in assessment. Few approaches show 

innovative benefits beyond being logistical aids. Comparative judgment (CJ) has the potential 

to enhance educational practices by providing a mechanism for reliable assessment, 

supporting formative feedback, and by supporting critical discourse on evidence of learning. 

This chapter provides an overview of CJ as it has been used in educational assessment and 

describes how it can be facilitated by digitalisation by providing illustrative examples of 

research studies, mainly undertaken for formative purposes. Specifically, this chapter 

provides an introduction to CJ and a description of its theoretical roots, presents possible 

approaches and agendas for the use of CJ ranging from being a pedagogical tool in a 

classroom to being a mediator for continuing professional development, and discusses 

implications for practice and future research needs. Ultimately, it is envisaged that this 

chapter will act as a source of inspiration for educational stakeholders who wish to use CJ to 

add value to their practice. 
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Introduction 

The potential for the digitalisation of assessment is immense. However, most digital 

assessment tools rely on traditional means of assessing student achievement instead of adding 

value to student learning and/or reducing teacher workload. Comparative judgment (CJ) on 

the other hand has been proven to be a valid, reliable and efficient method of assessing open-

ended tasks in a variety of subject areas (Bartholomew & Yoshikawa-Ruesch, 2018; Jones et 
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al., 2015; Pollitt, 2012b, 2012a; Seery et al., 2012; The Royal Society, 2016) and offers 

significant formative opportunity (Bartholomew et al., 2019; Seery et al., 2019). In contrast to 

traditional criterion referenced assessment, the CJ process is premised on pairwise 

comparisons. Cohorts of assessors are individually presented with pairs of portfolios
1
 of 

student work from which they must select the “better” of the two. By doing this, the question 

an assessor needs to ask themselves when evaluating student work is changed from asking 

what mark should be given relative to a criterion to which of the two portfolios in front of 

them provides more evidence of capability or learning. Based on research to date, which will 

be discussed in this chapter, it appears that this second question can be answered more 

reliably. In practice, the pairwise decisions made within the CJ process have generally been 

holistic, based on assessor expertise and prior experience, however it is feasible for external 

criteria to be provided to guide these judgements (e.g., Bartholomew, Strimel, & Jackson, 

2018; Mortier et al., 2015). After a number of rounds of judgments, the result of this process 

is a rank order of the included portfolios, with relative distances (parameter values) between 

portfolios based on the assessors’ judgements (Figure 1). Thus, the validity of the process is 

directly tied to the cohort of assessors (Lesterhuis, 2018). Critically, there are no absolute 

indicators of quality such as grades inherent within the rank. The highest-ranking portfolio 

may not necessarily be of high quality, and the lowest ranking portfolio may not necessarily 

be of low quality, they are just ranked as best and worst relative to all portfolios, which were 

included in the CJ session. The transposal of the rank to, for example, percentages or grades 

can be achieved after the CJ process through a variety of methods if desired based on the 

agenda of the assessment. 

                                                 

1
 The term “portfolio” will be used broadly throughout this chapter to describe all manners of student work (e.g., 

design outputs, essays, etc.) which could be included for assessment through CJ.  
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Figure 1. Output of a CJ session based on data from Seery and Buckley (2016). Each data point represents one portfolio. The 

x-axis describes rank position and the y-axis describes relative performance in terms of parameter values (z-scores). Error 

bars represent standard error. 

An individual assessor can undertake this process of pairwise comparisons with the work of 

their own students independent of a digital solution. For example, a teacher could pick two 

random essays from their pile of student work, compare them and identify one as better, then 

repeat the process iteratively until a rank of quality from the pile is determined. Digital tools 

which have been developed to support the CJ process such as No More Marking (2020) and 

RM Compare (2020) do this by providing detailed reports of outcomes, managing the 

selection of portfolios to present for comparison, and by facilitating collaborative practices 

amongst teachers and schools which can occur both nationally and internationally (see 

Bartholomew et al., 2019, for an example of an international cohort of judges). A direct result 

of this digital facilitation is that CJ is most commonly undertaken by several assessors who 

independently complete the series of pairwise comparisons, which results in the outputted 

rank. According to Pollitt (2012b), this holistic approach embedded in CJ with multiple 

judges rules out personal biases, leading to higher consistency in judgement amongst the 

assessors. 

CJ has emerged quite recently in various educational subjects, such as Modern 

Languages, Design and Technology, Music, Mathematics, and Geography, and at various 

levels of education ranging from primary level to higher education in different parts of the 

world. It was first used by Pollitt and Murray (1993) in the assessment of a foreign language 

speaking assessment. This was followed by further use by Pollitt (2012b) with English writing 

scripts and was adopted for use in other subject areas such as Design and Technology 

education by Technology Education Research Unit (TERU) at Goldsmiths, University of 
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London (Kimbell, 2012; Kimbell et al., 2009). While it was first used primarily for 

summative purposes, as it was integrated in more educational settings such as technology 

education (Bartholomew, Nadelson, et al., 2018; Hartell, 2018; Kimbell et al., 2005, p. 1, 

2007, 2009; Seery et al., 2012; Seery & Canty, 2017; Stables & Lawler, 2012), mathematics 

(Jones & Inglis, 2015) and geography (Whitehouse, 2013; Whitehouse & Pollitt, 2012) there 

was a shift towards using CJ formatively. Since the pioneering work of Pollitt, CJ has also 

been further refined as a tool for assessing student writing (Coertjens et al., 2017; Daal et al., 

2019; Jones & Wheadon, 2015; Lesterhuis et al., 2018; Steedle & Ferrara, 2016). 

In providing an overview of the use of CJ in education, the following sections of this 

chapter will discuss the underpinning theory of CJ, present examples of its use in education, 

synthesise criteria for the successful incorporation of CJ for educational assessment, and 

discuss future possibilities for the use of CJ in terms of research and practice. The chapter will 

not discuss technical information or suggest particular software to use; instead, it provides 

illustrative examples to inspire readers to try to embed it in their own context. Most of the 

examples provided in this chapter are taken from the STEM context, in particular technology 

and engineering, due to the relatively high volume of CJ studies in these areas. However, it is 

important to note that CJ as a process is transferable to any context, at least in which the 

student work being assessed was generated in response to an open-ended task, and it has and 

continues to be used in other subject areas such as English, Mathematics and Geography.  

A primer on the underpinning theory of comparative judgement 

The pairwise comparison methodology inherent to CJ was first adapted in the 1920’s 

by the American psychologist Luis Leon Thurstone in his quest to find reliable measures of 

people’s attitudes about the seriousness of various crimes (Thurstone, 1927). Thurstone 

argued that people found it difficult to describe how serious a crime is, especially in absolute 

terms. Instead, he asked them to compare two crimes and then judge which one was more 

serious. From this work he formulated the Law of Comparative Judgement, which essentially 

says that people are more reliable when comparing two stimuli, such as two crimes, than 

when giving an absolute value to a stimulus. However, it is arguable that the history of CJ 

predates Thurstone, as making such pairwise comparisons is something that humankind does 

across many aspects of day-to-day life. For example, when posed with multiple options of 

what to eat for dinner, what clothes to wear, what to watch on TV, or when choosing a 

perfume they prefer, people are engaging with a decision making process similar to that 
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which underpins the use of CJ for educational assessment. Indeed, Laming (2003) built on 

Thurstone’s work and concluded that all assessment is a comparison of one thing to 

something else, arguing that absolute judgment is not possible. This was corroborated by Gill 

and Bramley (2013), who found that assessors made more accurate judgments when making 

relative rather than absolute assessments and that assessors felt more confident using the 

comparative approach than assessing texts absolutely by using scores or rubrics.  

Central to CJ is the idea that two stimuli (such as portfolios of student work) must cause a 

reaction in the observer. These differences in reactions to the two stimuli are called just-

noticeable differences (Thurstone, 1927). From these, the observer formulates a judgment 

about the relationship between the two stimuli, such as the seriousness of two crimes or the 

best perfume scent. To provide an example of this process, Figure 2 shows an example of two 

pieces of student work, in this case pictures of sunflowers, from an assessors perspective in 

the RM Compare CJ digital solution. As an assessor, if the assessment was about which piece 

of artwork shows greater evidence of capability, you would be tasked with reflecting on the 

just-noticeable differences you experience between the two in order to make your decision. 

Once you have done, you would select each option A or B as the winner, and be presented 

with a further two pieces of work to compare. Importantly, in the arts there are personal 

preferences whereas in art education there are certain concepts that needs to be taught and 

practiced. Therefore, judgements and comments relating to the student work in Figure 2 

cannot just be personal opinions. Instead they should be tied to the context and circumstances 

in which these sunflowers are undertaken. 
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Figure 2. Example of two pieces of student work presented for a pairwise comparison in the RM Compare digital CJ 

solution. 

Beyond the judgement of a piece of student work as better or worse, a second important 

aspect of CJ is the approach to selecting which two pieces of work to present to an assessor at 

a given time. This is generally managed by a digital solution. A central mechanism for this is 

the Swiss tournament approach. In this, the first round involves portfolios being paired 

randomly, with the results of each judgement being that one portfolio wins and the other 

loses. Following this, in a Swiss tournament pairing is conducted by selecting two portfolios 

with the same number of wins to be compared. Here, an important distinction must be made 

between CJ and adaptive comparative judgement (ACJ). Both are founded on the same 

principles, but in ACJ, the adaptive element relates to an algorithm (generally propriety so not 

disclosed in peer reviewed outputs) that presents two pieces of work to an assessor based on 

outcomes of the judgements made so far. In ACJ, after a number of rounds following the 

Swiss tournament method, the new adaptive algorithm is used to select the portfolios to 

present to assessors. In other words, the experience of the assessor is common in both CJ and 

ACJ, but ACJ was designed to be more efficient by reducing the number of judgements to be 

made by not presenting portfolios where the outcome if almost certain (Bramley & Wheadon, 

2015; Pollitt, 2012b). 
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Reviewing the use of comparative judgment in education 

Prior to exploring examples of the use of CJ methods in education, it is worth noting two 

often cited benefits of CJ over traditional methods of assessment. This first comes in response 

to the difficulties that emerge when trying to achieve high levels of reliability in the 

assessment of student work produced in response to an open ended task. In practice, many 

teachers start this process by roughly sorting student portfolios in order to get a sense of levels 

and indicators of quality. This process may be undertaken more or less tacitly and more or 

less systematically. Whilst teachers can often identify levels and indicators of quality in 

student work, how reliable their judgements are with respect to assigning grades relative to 

these indicators in comparison to the judgements other teachers would make needs to be 

considered. By having cohorts of teachers’ act as assessors, the CJ process has repeatedly 

seen high levels of reliability, usually with cohort agreement levels being greater than 90% 

(see Bartholomew & Yoshikawa-Ruesch, 2018, for a summary). Indeed, a repeatedly 

purported strength of CJ is that it rules out personal standards and biases due to the 

involvement of several assessors. Where one assessor may hold certain views on what denotes 

capability, another may hold a slightly different construct of capability. Thinking back to the 

sunflowers presented in Figure 2, one person might suggest flower B as better evidence of 

capability due to the increased level of detail where another could appreciate the minimalist 

rendering of flower A. The final outcome (the relative rank order of portfolios) when using CJ 

is the result of all the judgments made by all the assessors involved, not just one assessor, as 

would usually be the case in traditional criterion referenced assessment. Thus, the outputted 

relative rank order of portfolios represents a shared consensus of the particular competence of 

all the assessors where individual biases are mitigated by the inclusion of multiple 

perspectives of quality. 

Aside for reliability, a second suggested benefit of CJ relates to time. Some studies 

suggest CJ can take less time than traditional grading to assess student work (Newhouse, 

2014; Steedle & Ferrara, 2016). However, evidence associated with time implications is 

mixed with others suggesting traditional grading takes less time (Bartholomew, Strimel, & 

Zhang, 2018) and others suggesting comparable time requirements for both approaches 

(Coertjens et al., 2017). In this regard, CJ is apparently not a silver bullet; it needs both 

practice and consideration in terms of the time it take to set up a judging sessions, assessment 

times are likely to be significantly impacted by other variables such as the complexity of the 

assessment rubric in traditional assessment, assessor expertise, and the nature of the student 
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work, and the time commitments of all assessors needs to be considered (Buckley et al., 

2020). 

Illustrative example of a comparison between CJ and criterion referenced assessment 

Even if the evidence is there, the complexity of embedding new models of assessment 

must be based on several factors, including compatibility with existing methods based on their 

relative advantages and utility. A group of researchers at Purdue University undertook an 

exploratory study to examine ACJ in comparison with traditional assessment methods in 

terms of validity, reliability and utility in the context of engineering education (Bartholomew, 

Strimel, & Jackson, 2018). In their study, a group of 16 undergraduate engineering students 

completed an engineering design challenge in response to an open-ended brief. Their work 

was then assessed by the course instructor using a traditional rubric, and a group of five 

independent experts (experienced in teaching engineering design) using ACJ. The assessors 

who used ACJ were asked to make holistic decisions based on their own professional opinion, 

but were aware of the criteria specified in the traditional rubric. 

A very high level of reliability (α = .95) was observed from the ACJ process and the 

researchers found strong a correlation (ρ = -.79, p < .01) between the grades awarded via the 

traditional rubric assessment method and the ACJ rank. Note that the correlation was negative 

as lower values in the rank indicate better performance, i.e., 1
st
 place versus 2

nd
 place. This 

was interpreted to suggest that ACJ is a valid, reliable and comparable tool to traditional 

assessment methods. Importantly, by using the correlation between ACJ and traditional 

assessment as evidence, this approach to interpreting ACJ being valid is based on the 

assumption that the traditional assessment method it is being compared to is also valid, and a 

limitation exists in this study in the researchers using the ACJ rank order in their analyses 

instead of the parameter values which denote relative performance between portfolios. While 

the parameter values and rank order will be very strongly correlated, as the rank is a direct 

product of the parameter values, by not reflecting relative performance the rank only offers a 

simplified understanding of the outcomes. Interestingly in this study, neither the results of 

ACJ nor the traditional assessment were significantly correlated with the actual performance 

of the student’s design. Therefore, the authors noted that it might be time to question the 

current methods of assessing process instead of the actual performance of the final 

product/prototype. 

Two further studies have compared CJ with traditional assessment practices. Jones and 

Inglis (2015), where secondary school level mathematics problems were the subject of 
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assessment, found a strong correlation (r = .89) between CJ parameter values and predicted 

General Certificate of Secondary Education (GCSE) grades in the UK. They also found that 

when CJ was the intended mode of assessment, examination scriptwriters designed math 

assessments to be less structured and more problem-based than was typical of standard 

assessment papers. Coertjens et al. (2017) also conducted a study whereby they compared the 

use of CJ to traditional rubrics, however they looked more specifically at the time taken by 

assessors in each method. The participants in their study were in high school, and the 

assessments were conducted on their responses to a writing task. The researchers found that 

the time taken by assessors decreased as they made more pairwise comparisons or as they 

gained experience using the rubric, but added another important caveat to consider; it is 

important to see if conclusions from comparative studies such as these are transferable to 

other types of student work and when different rubrics are used. 

Illustrative example focusing on unpacking learning intentions and criteria for success 

Every student benefits when taught by teachers who are transparent about learning intentions 

and criteria for success. This practice will benefit all students, especially low achievers 

(Jönsson, 2010). An awareness of the criteria for success instils a sense of security among 

students which is beneficial to learning (Bandura, 1997). However, students’ perception of 

learning intentions may not match teachers’ expectations. Further, as professionals’ teachers 

should strive to achieve consensus in their interpretations of learning and competency. 

Harrison (2009) stresses the need and importance for teachers to both plan and share 

assessment procedures with other professionals with Pettersson (2009) stressing this even 

more and warning that teachers are in risk of becoming misaligned with current regulations if 

they do not have access to professional discussions. CJ offers a potential solution to act as a 

mediator for these discussions by using pairwise comparisons as a stimulus to support 

teachers in articulating their thoughts. A clear example of how this can be achieved is 

demonstrable through a study conducted by Hartell and Skogh (2015). 

Using CJ, Hartell and Skogh (2015) undertook a study in a Swedish primary school 

context with the purpose of understanding what teachers value as criteria for success. Hartell 

(2013) had previously found that teachers gathered their evidence of learning during 

classroom activities, which is aligned with previous research in technology education 

(Bjurulf, 2008; Kimbell, 2007). In their study, teachers were asked to assess students’ work 

under authentic classroom conditions. Twenty-one year 5 pupils (average age ≈ 11) were 

tasked with designing and building a model of a robot friend which was capable of helping 
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them in the home with particular actions. The pupils developed multimodal portfolios using 

iPads to capture evidence of their learning. This evidence consisted of voice recordings, 

sketches, videos, written text, mind maps and technical drawings, and was consolidated 

within the e-scape CJ software (Figure 3).  

 

Figure 3. Illustrative example of a student’s online portfolio in e-scape. 

Five teachers then assessed these portfolios using CJ, resulting in a rank order with very high 

reliability (α = .93). While they were judging the students’ work they were asked to verbally 

provide reasons for the judgements they made through a think-aloud protocol. The analysis 

showed that these teachers all agreed on the importance of the narrative of the design process. 

They also questioned whether this had been communicated to all the students or whether 

some students had figured it out for themselves. The study also concluded that assessors value 

students’ finishing their task, primarily to provide the narrative in the portfolios and in 

addition they wanted students to find value in finishing what they had set out to do, thereby 

emphasising the importance of providing sufficient time and instruction. 

This example shows how CJ, by requiring assessors to articulate indicators of quality 

using pairwise comparisons as a stimulus, can be used to unpack what teachers’ value as 

criteria for success and then create a basis for professional collective discussions. A more 

recent study had a similar aim but for undergraduate students in a teacher education degree 

programme. Buckley et al. (2020) conducted a study whereby the students completed an 

open-ended design task requiring them to design and make a flower which conveyed an 

emotion but which had no face, and an accompanying pictorial scene. No assessment criteria 
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were provided, instead the students themselves acted as assessors in an ACJ session once they 

had all completed the task. The ACJ software solution used had the capacity for students to 

leave text based commentary after each judgment explaining the reason behind their decision 

(see Figure 4 for an example of this functionality). From this, it was possible for the criteria 

being used to make decisions, and thus the features of the students’ portfolios, which denoted 

quality and evidence of learning, to be identified. 

 

Figure 4. Example of leaving of comment after making a pairwise comparison in RM Compare. 

This in itself offers a further layer of understanding of students learning beyond what can be 

seen in the outputs from a task. From a pedagogical perspective such an activity could be used 

to stimulate discussion between teachers and/or students on what should evidence of learning 

look like within a task, or across a topic/unit of learning.  

Illustrative examples of feedback facilitated by comparative judgment 

Feedback is put forward as critical in education. Unfortunately, feedback is often 

misinterpreted as any kind of information provided to learners. There is a strong body of 

evidence showing that feedback can cater to student learning but can also hamper learning 

when focused on personal traits instead of process and effort, causing lower self-esteem 

instead of promoting learning (Wiliam, 2006). CJ does not provide feedback to learners per 

se. Knowing one’s place in the ranking is not particularly helpful, especially at the end of 

learning. As noted, some software solutions enable writing comments while judging which 

can be fed back to learners as feedback (see Figure 5 for an example of this functionality). 

This section provides three examples of how CJ can be used as a feedback mechanism either 
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through the provision of such comments, or through simply engaging with the act of making 

comparative judgements on the work of peers. 

 

Figure 5. Example of leaving of comment on a piece of student work as feedback while making a pairwise comparison in RM 

Compare. 

In 2015, a group of Belgian researchers examined CJ as an alternative method for peer 

assessment of competences in the context of argumentative writing (Mortier et al., 2015). 

They focused their research on students’ attitudes towards feedback provided, which included 

their position on the rank relative to their classmates and to an expertly derived benchmark. 

Specifically, the students’ comments on the perceived honesty, relevance and trustworthiness 

of the feedback as well as the importance of specific advice received from the CJ-based 

feedback. The researchers found that students did find the feedback to be reliable, relevant 

and honest. The students appreciated personalised tips on how to improve being included in 

the feedback report along with the quantitative measure showing how they had performed 

relative to peers and the benchmark. The authors concluded that “CJ-based feedback is a 

potential fruitful way to ameliorate students learning” (p. 79), and were hopeful that their 

work would encourage further investigation into the potential of CJ as a feedback tool. 

The work of Mortier et al. (2015) did indeed inspire further research on CJ and 

feedback. A recent study by Seery et al. (2019) explored whether the act of making 

comparative judgements on peers work alone could act as a useful feedback mechanism. In 

their study, a group of 136 undergraduate students in a design and communication graphics 

module completed four consecutive graphics design tasks. Each task was followed by an ACJ 

session, where the students acted as the judges of the outputs produced in response to the task. 

In other words, the students completed a design task, assessed it through ACJ, and then begun 
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the next design task, in a process that repeated for four design tasks. Performance in the first 

task was used as a benchmark, and students were grouped into quartiles based on this 

performance. The only form of feedback received by students was their exposure to the work 

of their peers by having to make pairwise comparisons through the ACJ process. The results 

of this study were that the poorest performing students (quartile 1) in the initial task saw a 

mean increase of 41% between the first and fourth tasks, the students in the second quartile 

saw a mean increase of 28% between the first and fourth tasks, the students in the third 

quartile saw a mean increase of 19% between the first and fourth tasks, and the top 

performing students initially (quartile 4) actually saw a mean decrease of 1% between these 

tasks. The researchers interpreted these results as poorer performing students initially having 

more room for improvement over time relative to initially higher performing students due to a 

potential ceiling effect, and through the ACJ process, poorer performing students were likely 

to be exposed to work of a higher standard and thus were receiving better quality feedback in 

comparison to students who were initially highest performing who were more likely to be 

comparing work of a poorer standard to their own. 

A similar investigation into the use of CJ as an assessment tool was undertaken by a 

group of researchers at Purdue University (Bartholomew et al., 2019). In their study, four 

class groups of middle school students (12-13 years old) in the US engaged with a learning 

activity requiring them to research, design and produce a travel brochure for a location of 

their choice in Southeast Asia. A total of 10 class periods were afforded for this. After five 

class periods, the research team divided the students into two groups. Two class groups 

became the control group who printed their draft brochures and engaged in a peer feedback 

session. The other two class groups became the experimental group who, at this midpoint in 

their assignment, engaged with an ACJ session. In addition to making pairwise comparisons, 

students in the experimental group using ACJ were also asked provide feedback on how the 

work could be improved in the comment sections for each portfolio they were judging, an act 

which itself has evidence indicating it is a valuable learning activity (McConlogue, 2015; van 

Popta et al., 2017). After receiving their feedback, all students were asked to continue and 

complete their assignments. Once all of the design tasks were completed, the researchers 

consolidated the work of the experimental and control groups and an ACJ session was 

performed with all portfolios with the students and their teacher acting as judges. The result of 

this final ACJ session was a highly reliable rank (α = .96). The researchers then compared the 

average position on the ACJ rank between the experimental group and control group and 
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found a statistically significant difference indicating that the experimental group 

outperformed the control group at the end. While this study does have limitations such as not 

controlling for baseline competency and comparing rank position rather than parameter 

values, the results do suggest potential for ACJ as a feedback mechanism, possibly due to the 

added value students received from exposure to and having to make pairwise comparisons on 

the work of peers which is in addition to giving and receiving written or oral feedback. 

In these examples, it is interesting to see the combination of CJ and the provision of 

written feedback, as beyond traditional feedback mechanisms this includes student exposure 

to a wide range of work, having to choose the better of two portfolios and then being forced to 

comment on why they make particular judgments. Benefits from this may be the result of the 

worked example effect (Sweller, 2006), wherein the students are exposed to other students’ 

work and they can then base their own work on what to do and what not to do. This, in 

combination with providing and receiving peer feedback in an anonymous environment 

should be investigated further. Even though CJ has limitations (in particular technical and cost 

implications) there appears significant potential to support learning. As noted by 

Bartholomew et al. (2018, p. 381), “ACJ may be a potent tool for solidifying student 

perceptions of quality”. 

As a final comment on commentary feedback in these studies, it is important to 

remember that feedback can be shallow and not focused or aligned with the task or learning 

outcomes. The students in these examples were not trained in feedback or in the use of CJ, 

and therefore future related research should consider the quality of feedback provided so as to 

identify more clearly what benefits, if any, stem from the CJ process. 

Assessors in comparative judgement as the most important component for 

successful implementation in the classroom 

Undoubtedly, CJ offers a solution for very reliable assessment. It also enables remote 

assessment so the cohort of assessors is not geographically restricted and it is possible that 

engaging students as judges in CJ sessions can have positive educational implications. 

Implementing CJ, insofar as setting up and running a judging session, is also not difficult. The 

question becomes what makes a CJ session valuable, and therefore the “successful” 

implementation of CJ would be characterised differently depending on whether the agenda 

was summative or formative. Arguably, in either case the primary consideration is who is 

involved in making the judgements. If the goal is to expose students to the work of their peers 
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as in Seery et al. (2019), then the students themselves can act as judges. If the goal is to 

describe quality or provide feedback from the perspective of experts as in Mortier et al. 

(2015), the design of the assessor cohort becomes more complicated.  

By way of example, a Swedish–American team of researchers, Bartholomew et al. 

(2020), asked groups of judges from Sweden (n = 9), Ireland and the UK (n = 7), and the US 

(n = 5) to identify criteria for success by using a design similar to that used in Hartell and 

Skogh (2015). Judges were asked to compare and assess student work through ACJ and 

provide comments on why they chose one output over another. The judges were assessing 175 

design portfolios (focussing on the design process) and 175 products (as a result of this design 

process) from 760 American secondary students’ (ages 13–14). The students had worked in 

small groups on designing a travel-friendly pill dispenser. Each group of judges engaged with 

two ACJ sessions, one for the students’ design portfolios and one for the products, meaning a 

total of six ACJ sessions were conducted. Each session had a high level of reliability (α > .95) 

indicating that within each group there was a high level of agreement. However, there were 

clearly differences between groups in what they valued as criteria for success. 

Only one of the students’ prototypes was in the top ten of the ranks from each cohort 

of judges (three prototypes were in two of the top ten ranks), and similarly only one of the 

design portfolios was in the top ten from each rank (two portfolios were in two of the top ten 

ranks). The judges’ comments were analysed qualitatively to elicit valuable insights into 

cultural differences. Where the Americans and the Swedes focused on usability, size and 

design, the UK and Irish judges also declared innovation as important. The Swedes 

emphasised communication; the judges wanted to see whether the student could communicate 

the process, results, and conclusions, i.e. the narrative. Judges from the UK and Irish group 

focused on the process; how developed the portfolios were or how well they demonstrated 

progress in design. The comments from the US-based group revealed their focus on students 

fulfilling the task, following the criteria and constraints; that is, how well they had completed 

their portfolios. From one perspective, this study emphasises one of the strengths of CJ. 

People will hold different perspectives on evidence of learning and CJ offers the potential to 

design an assessment cohort consisting of people who hold such different perspectives. On the 

other hand, it needs to be considered what perspectives are valid. For example, narrative is 

emphasised in the Swedish secondary level curriculum for technology education. This was 

not commented on as much by the US, UK or Irish judges. If this had been a summative task 

for Swedish students, the resulting ranks from the US, and UK and Irish judges could be 
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misaligned with curricular intent. If this had been a formative task for Swedish students, the 

value that could be gained from feedback coming from less-informed assessors needs to be 

taken into account. Therefore, and as noted earlier, while the actual implementation of CJ in a 

classroom is a concern of relatively basic IT competency which could be achieve through 

training and an associated cost if a digital solution is desired, the successful implementation 

with respect to a valid summative output or relevant formative feedback will be very much 

dependent on the cohort of assessors. 

Discussion 

Implications for practice 

Research can never foresee what will happen in future practices; however, research may 

inform future educational practices to better meet learners needs. While there is not a very 

extensive body of published research on CJ, the evidence that does exist suggests significant 

positive educational potential. CJ provides a highly reliable form of assessment with 

formative opportunity. Beyond its immediate use in the classroom, there is potential to adopt 

CJ in continuing professional development (CPD) contexts. As demonstrated by Hartell and 

Skogh (2015), CJ can be used by cohorts of teachers as a mechanism to encourage discussion 

about what constitutes evidence of learning which would address the concerns raised by 

Pettersson (2009). In line with the validation studies of CJ conducted by Bartholomew et al. 

(2018), Jones and Inglis (2015), Lesterhuis, (2018) and Coertjens et al. (2017), CJ could be 

used in CPD to discuss the validity of traditional rubrics, or it could be used in the design of 

rubrics for national assessment. There is also potential to establish local or national clusters of 

schools whereby student work is submitted, for example as part of a national assessment, and 

teachers from that cluster act as judges. At a national level this would permit teachers to 

assess students work reliably and equitably while at the same time maintaining anonymity 

through a shared consensus if such concerns existed. 

In addition to the features of CJ discussed thus far, one more aspect which is 

particularly important for educational practice is the experience of the students and teachers 

who have engaged with it. In the study conducted by Hartell and Skogh (2015), teachers were 

interviewed about how they experienced assessing students’ work through CJ. The teachers 

unanimously reported that they enjoyed the overall experience, especially the satisfaction of 

seeing the work of students other than their own. In his PhD thesis, Canty (2012) examined 
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undergraduate students perceptions of using CJ over three years, finding a generally positive 

disposition towards CJ as it encouraged positive competition and the sharing of ideas. Finally, 

Seery et al. (2019) found a similar attitude from undergraduate students who saw positives in 

making pairwise comparisons as they could learn more from critically examining mistakes 

made by peers and as this caused self-reflection on limitations in their own work.  

Future research 

As it is relatively new, CJ is still quite unknown in general. It is however gaining interest 

across the world and has been put forward as a possible means of assessing students’ learning 

in the future. In October 2016, the Royal Society invited a group of experts in educational 

assessment to discuss the future of assessment in science education, especially experimental 

science in years 11–18 of education. A selected group of international experts made 

presentations, and then a group discussion was held with the international experts who were 

invited as delegates. These presentations and discussions were summarised in the report from 

the event (The Royal Society, 2016), which suggested:  

Future research might look at how students should learn science and the skills this 

entails; the validity of teacher assessment (including the need to increase confidence 

in this by mapping and developing teacher assessment competences and the use of 

comparative judgment); and the integration of summative and formative assessment 

(p. 3). 

The fact that they specifically named and demonstrated clear support for CJ does not come as 

a surprise to those of us who participated in the seminar. One of us (Hartell) was present at 

the meeting and can report that six of the seven groups of experts suggested that CJ was the 

future of assessment in experimental science education. 

Importantly, CJ has utility in any area where the objects of assessment are responses 

to open-ended tasks. However, from a research perspective there are a number of unanswered 

questions which directly affect its education use. With respect to using CJ in a classroom, 

there is a need for further dedicated research into attitudes towards CJ from all involved 

stakeholders. Such research could reveal further important research questions, and positive 

dispositions towards CJ would be necessary for its broad uptake. Further, as CJ from a user 

perspective essentially has two elements, the pairwise comparisons and providing written 

commentary. As noted by Mortier et al. (2015) there has been insufficient research on 

whether argumentation through writing comments effects decision making in the comparison 
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stage. This relates both to subject expert and student judges. While the act of providing 

feedback to peers can have positive benefits for students (McConlogue, 2015; van Popta et 

al., 2017), in situations where they could be acting as judges it may affect the resulting rank. 

There may not be the same agenda for expert assessors, but if their function is to provide a 

valid rank the circumstances which should be in place to enable this merit inquiry. A greater 

understanding of this would be needed to guide the valid use of CJ. Beyond research on the 

use of CJ in a classroom, there are many educational research agendas which could be 

supported by CJ such as: 

 Understanding the “why” behind the judges’ choices for different tasks in different 

subject areas, which could aid in meaningful task design.  

 Exploring CJ as a tool for building assessment literacy and self-efficacy in teachers 

and students.  

 Using CJ as a method for investigating the formative effect of critically evaluating the 

work of peers based on the worked example effect (Sweller, 2006). 

Perhaps what is most important to discussions concerning the future use of CJ and associated 

research is clarifying, from the perspectives of stakeholders, current assessment needs and 

identifying if and how CJ could help. Without the input of those would be benefit from the 

use of CJ, its development as a method may not serve its potential and intended purposes. 

Concluding remarks 

Perhaps the foremost value with CJ is its capacity to serve as a catalyst for discussion 

amongst stakeholders including teachers and students as well as curriculum designers and 

teacher educators. Similar to how wine connoisseurs taste and discuss wine in communities of 

practice, the potential of CJ to foster teachers’ assessment literacy and self-efficacy is 

immense and yet to be fully explored. CJ is a useful tool to unpack teachers’ assessment 

practices, to uncover epistemological values and constructs, and to explicate criteria for 

success in a much deeper way. Above all, CJ has great potential as a way to invite learners 

into the mystery of learning.  

With all that said, it can be easy and tempting for people to get prematurely excited 

about new approaches or technologies especially when arguments have empirical support. In 

the case of CJ, while it is certainly promising and there are evidence based examples of some 

contexts in which it can be very useful (design tasks, essays and problem-based mathematics), 
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there is a need for further research to establish a clearer remit for its potential use, taking 

subject area, school level, and learner expertise into account. While it could be used in the 

assessment of any open ended task, before widespread adoption it needs to be questioned 

what context specific added value is gained from using CJ over traditional assessment so as to 

make informed decisions around implementation. Further, even though there are multiple 

applications for CJ, appropriate use should always be kept in mind and this extends from task 

design to assessment. Learning outcomes must be designed and depending on these, teachers 

must choose appropriate tasks and exemplars both to ensure a meaningful learning experience 

and a useful assessment. For example, reflecting back on the sunflowers in Figure 2, an 

understanding of whether the task related to abstract art or if the task to was produce a still 

life painting is necessary in order to make judgements on capability and to provide 

appropriate feedback.  It needs to be considered what type of evidence students should collect 

and present for assessment and who should act as judges or assessors. There are also ethical 

issues to be taken into account, for example who owns the copyright to the students’ work, 

does the CJ software provider work in a GDPR safe environment, as a teacher is support 

needed to help interpret the data, and what is the data going to be used for. Even if the use of 

digital CJ is not possible in classrooms, it is hoped that teachers and CPD organisers will 

make use of pairwise comparisons as a pedagogical strategy to facilitate critical discussion 

which can support equity for students, and that this chapter provides a source of inspiration 

for further innovations linked to the use of CJ in education. 
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