Abstract—Virtual reality (VR) has proven to be a powerful tool enabling the development of immersive multimedia experiences. Initially focused on entertainment, industry and academia have begun to adapt and develop immersive applications for the healthcare domain, with opportunities in terms of condition assessment, diagnosis and intervention. In the context of immersive applications, audio, and in particular spatial audio, plays an important role on the immersion level. In order to process this information, the auditory cortex uses spatial cues encoded in the sound to provide relevant information about the distance, intensity and direction of the sound source. However, many different types of listening disorders can affect this capability. One condition, central auditory processing disorder (CAPD), significantly affects a user’s ability to discriminate between different sound sources. People who suffer with this condition, are incapable of processing sounds properly, which may be stressful and frustrating when doing tasks with complex sounds or in noisy environments. This can have a significant impact on a person’s quality of life.

In this paper, an immersive VR spatial audio application is presented. It enables us to evaluate the ability of users to specify or localise the source of a sound. An integrated sensing system continuously collects relevant data from the user in order to fully understand how to quantify and evaluate spatial auditory skills from a quality of experience (QoE) perspective. QoE gives insight into a user’s state and behaviour. To perform a detailed QoE evaluation of the listening task, implicit and explicit metrics were collected from the user. These included: self-reporting questionnaires, localisation performance, and physiological metrics. Data collected from this QoE evaluation gives an insight into a user’s abilities to localise sound sources in VR, and also provides information on behaviour and effort (workload) in performing the task.
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I. INTRODUCTION

Virtual reality technology is fast becoming the accepted platform for delivering high quality immersive audio-visual experiences [1]. It has the potential to enable truly personalised experiences due to its adaptability and flexibility. Although a lot of the discussion on VR has focused on the visual aspect of the experience, but audio also plays a decisive role in terms of user immersion [2]. With the advancement of audio technologies, it is possible to render and spatialise audio with a high level of quality, matching human resolution to discriminate sounds in terms of depth, elevation and lateralisation [3]. Spatialised audio is very important in industries like gaming and for communication tasks, and in environments that require humans to constantly give attention to a specific sound in space [4][5][6].

Spatial audio is accurately reproduced in VR using a set of head-related transfer functions (HRTFs). These functions are a mathematical representation of the sound in space. HRTFs contain information about the magnitude and phase shift of a sound [5]. HRTFs are strongly dependent on the localisation of the sound source and the spectral information of both ears [7]. In addition, a HRTF also contains relevant information for sound localisation on the azimuth plane and represents the differences between the right and left ears. The interaural level difference (ILD) represents the difference in amplitude of the sound at both ears and the interaural time difference (ITD) represents the difference in the arrival time of the sound at each ear [3]. These characteristics are important in terms of how sounds are perceived. For instance, if the sound is coming from the right, it is expected that the right ear would perceive the sound faster and louder than the left ear. However, if the sound is coming from the front or back of the listener, both the ILD and ITD can assume the same value. For these two cases, a third cue is used by the brain to eliminate confusion as to whether the sound is coming from the front or back. This cue is specific to each person as it is related to spectral cues encoded in the shape of the pinnae and head [8]. In addition to front-back confusion, there is the phenomenon of localisation blur, which can occur when the listener perceives the sound source to be at a location close to the actual sound source [9]. Given both error conditions, the challenge for spatial audio is how to generate generic functions to simulate accurately the acoustic environment. In [10] it has been shown that it is possible to reproduce sound with high reliability using generic HRTFs instead of having to create personalised ones for each individual, which is a time consuming and expensive task.

In addition to the application domains of gaming and communication, there are also opportunities for VR and spatial audio in health from intervention and diagnostic perspectives. For example, central auditory processing disorder (CAPD) is an umbrella term to describe the brain’s inability to process complex sounds [11]. It can affect a listener’s auditory memory, auditory sequencing, and the ability to distinguish and locate sounds in space [12]. Consequently, this has a negative influence on a person’s quality of life (QoL). It can be frustrating to perform daily tasks such as driving, going to school or to a place with many sound sources. Since it is an umbrella term, there is no standard test to diagnose this condition. However, it is possible to perform a battery of tests in order to evaluate auditory processing skills considering different listening conditions. For the sound localisation task, the listen in...
To localise sound sources as well as the user QoE of the results and discussion provide insights into the users ability in the presence of distractors. The following sections illustrate in a ecologically valid manner. The focus of the work presented with data collected from the user in a continuous and sensor systems also allows researchers to generate reports for health care, as it provides additional information as an assessment or diagnosis support tool. The use of advanced sensor systems also allows researchers to generate reports with data collected from the user in a continuous and ecologically valid manner. The focus of the work presented in this paper is threefold: (i) to assess a user’s ability to localise spatial auditory sources; (ii) to compare two different VR interaction methods while performing the assessment; (iii) to understand user QoE of these two VR interaction methods through user performance metrics and explicit metrics captured by post experience questionnaires.

This work presents the results of a QoE evaluation of a novel VR application designed to assess spatial auditory ability in the presence of distractors. The following sections explain how the experimental methodology was adapted from the standard assessment tools used in the health domain. The results and discussion provide insights into the users ability to localise sound sources as well as the user QoE of the different interaction methods evaluated.

![Fig. 1: LISN test conditions. For each condition there is a specific cue. When it comes to the different voices and directions, the threshold is expected to be lower (high cue speech related threshold (SRT)) when compared with the other conditions.](image)

The aim in [16] was to develop a VR application to perform training on sound localisation ability using a generic HRTF. The experimental design included 17 subjects, a tutorial phase and three main phases with 48 trials each. The pre-test (phase 1) was used as a reference for comparison between possible improvements in the post-test (phase 3). Training (phase 2) was the only phase with visual feedback in order to assist users with the localisation task, which included a visual representation of the 24 possible locations of the sound sources surrounding the listener. The authors reported that it was possible to improve the auditory localisation ability with training, achieving a smaller error angle and reaction time for the post-test phase in comparison to the pre-test phase.

The work presented in [17] reported a methodology and results of an evaluation on the effects of multimodal stimuli (visual and audio) on sound localisation abilities. Two experiments, with ten participants, were conducted using individualised HRTFs for each subject. The first experiment was conducted to investigate the effects of using VR environments with non-expert subjects on the localisation task. Listeners were asked to locate the target until 95% of the targets were located, to a precision within a root-mean-square error angle of 2 degrees, in three consecutive blocks of 100 trials. Participants needed more than 500 trials to achieve the goal. The second experiment investigated the influence of training. The task was divided in blocks of 100 trials, with up to 2,200 trials to be completed over a span of 20 days on average. The authors discovered that when listeners were immersed in a VR environment, the number of front-back confusions decreased, and the horizontal precision increased. However, significant improvements were observed only for the first 400 trials.

In [18], the researchers aimed to develop a VR application to evaluate user behaviour in response to spatial audio. The experiment included 29 children diagnosed with autism spectrum disorder (ASD). They were divided into two groups, spatialised and non-spatialised audio. Participants were free to move around a tracked space of 1.6m x 1.6m while wearing the head mounted display (HMD). The experiment consisted of 8 auditory events distributed in the VR environment. The performance was measured by the distance between the listener and the sound source. The authors concluded that spatialised audio significantly improved the performance on the localisation task. In addition, a multimodal experience with visual and audio cues increased the positive outcomes of VR-based therapy for persons diagnosed with ASD.

Considering the related work, the novelty of this work lies in: (i) evaluating localisation abilities of spatial audio in VR with distractors; (ii) a comparison of interaction methods to make the selection using explicit and objective performance metrics to accomplish this goal. The latter includes questions to understand interaction, usability and immersion, as well as the NASA TLX questionnaire to understand the mental workload. In addition, the implicit metric of physiological data was also recorded, including a set of behavioural data (eye tracking, head position and user performance).
III. EXPERIMENT SETUP

A. Virtual reality and spatial audio display technology

The virtual environment was designed using a Unity game engine (version 2018.2.15f1) [19] with a Steam Audio set of generic HRTFs [20] to render the spatialised audio. The immersive HMD used was the HTC VIVE with Tobii eye tracking integrated [21]. This headset has a field of view of 110°, refresh rate of 90Hz and a resolution of 1,080 x 1,200 pixels per eye. The audio was reproduced by Beyerdynamic DT 990 PRO Studio Headphones [22], with diffuse-field equalisation. The system was designed to run wirelessly in order to allow the listener to naturally interact (look around) with the virtual environment, with 6 degrees of freedom (DoF), and search for the correct sound source. Before the beginning of the tests, the headset initial position was calibrated with the same reference point for all participants. Additionally, headset adjustment and eye calibration were performed to ensure that the content was displayed correctly.

The VR environment, as shown in Fig. 2, consisted of an open field with 24 equally spaced spheres (15° apart from each other) on a circle of radius 10m surrounding the listener. The objective of the evaluation was for the user (positioned at the centre of the circle of spheres) to identify the sphere from which the sound was coming. The source selection involved two potential interaction modes, namely, eye gaze pointing and wand pointing.

B. Interaction methods

One of the experiment aims was to evaluate user interaction with the system. This involved comparing two interaction methods: eye gaze pointing and pointing with a controller (the wand).

1) Eye gaze pointing (GP): to perform the interaction with the VR environment, the first option to be evaluated was to use the data from the eye gaze sensor. The user task selected the option by looking at the sphere and then confirmed the selection by clicking on the HTC VIVE wand controller button.

2) Wand pointing (WP): the second interaction option involved the user making their selection using the wand only. They achieved this by pointing at the sphere they chose to select with the wand (a laser beam was emitted from the controller) and then confirmed the selection by clicking the controller button.

C. Sound localisation assessment

The immersive VR sound localisation task consisted of three testing phases, inspired by the LISN test:

1) Target only.
2) Target + distractor (same location).
3) Target + distractor (±90° apart from target).

Each testing phase is illustrated on Fig. 3 and the order of the testing phases was the same for all participants. The user was required to select the sound source a total of 72 times (24 trials for each testing phase). The experiment protocol was designed to guarantee that each sphere will reproduce a sound 3 times in total, one for each testing phase. In order to evaluate localisation blur and front-back confusions, the order and location of the sound stimulus is randomized but considered the previous stimulus source. The sound stimulus is a 2.5 s duration white noise presented at a constant sound pressure level of 55 dB SPL. The distractor sound stimulus consists of a low-frequency, 1,500 Hz pure-tone sine wave presented at the same SPL as the target stimulus. This frequency value represents the cut off frequency that best describes the interaural level difference and interaural time difference cues [23]. Each testing phase represents a different challenge for the listener in terms of spatial localisation and target discrimination.

D. Sensor system

After the screening process (see Section IV), participants were asked to wear the E4 Empatica wristband [24] in order to collect physiological data (electrodermal activity, interbeat interval, temperature and acceleration). This data is used to measure the participant’s level of arousal and valence throughout the experiment.

During the experiment, gaze data (pupil size, gaze direction and head pose) is sampled at a rate of 120 Hz. In addition, the listener’s performance data recorded includes: the number of selection attempts; the number of correct selections; the informed location of the target; the real position of the target and the completion time for each sound source.

IV. ASSESSMENT METHODOLOGY

The experimental assessment method is composed of 6 phases, an approach inspired by [25] and [26]. Ethical approval for this study was obtained prior to participant recruitment. In phase one, all information about the test is given to the participant with a general explanation of how the system works and the objectives of the experiment. After this procedure, the participants were screened in phase two. This phase included visual and listening screening. Phase three was a 5-minute resting period for baseline physiological data collection. Subsequently, the listener was given video-based training (phase four) on how to interact with the VR environment. After that, the volunteer was asked to wear the headset and the headphones. They experienced a tutorial scene with the goal of learning how to interact with the system and using the controllers to select a sphere. After the user has become familiar with the system, the test begins (phase five). The entire test took on average 43 minutes, with an average test phase duration of 17 minutes. After the listening task was completed, volunteers were required to
complete a questionnaire related to their experience (phase six).

A. Participant screening

A total of twenty subjects took part in the experiment (10 in each interaction group). The average age was 29 years, with 8 female and 12 male subjects. Six of the participants had never experienced VR before. Each listener was screened at the beginning of the test to check for hearing impairments with an online tool developed by WIDEX [27]. In addition, participants were screened for visual impairments using a Snellen chart [28] and an Ishihara test [29] for colour blindness.

B. Laboratory Design

The evaluation of both interaction methods (eye gaze pointing and wand pointing) took place in the same laboratory. The room was prepared to run a wireless application thus allowing movement with 6 DoF. Before the test began, volunteers were asked to sit in a swivel chair. They were free to rotate in the chair but not to move the chair around the room. In addition, listeners were able to move their head during the experiment to locate the sound source.

C. Questionnaire

At the end of the experiment, listeners were asked to complete a questionnaire reporting their experience. In addition, they were also required to complete the NASA TLX questionnaire [30] to evaluate workload. Table I presents the category target for each of the presented questions. The questions are under three categories: interaction with the system [31], usability [32] and presence [33]. The chosen categories are key elements for evaluating QoE. The CAPD test is applied to measure cognitive abilities related to auditory memory and auditory attention. The NASA TLX questionnaire also evaluates the physical and mental demand from the user perspective. Since sound processing is a mental task (processed by the brain), there is a relationship between the outcomes of the questionnaire and the outcomes of a CAPD assessment.

V. RESULTS AND DISCUSSION

This section of the paper presents the findings of this research, discussing the data collected from the questionnaires and the performance metrics.

Fig. 4 shows the distribution of mean opinion scores (MOS) for the questionnaire responses. Both the eye gaze pointing and wand pointing groups had similar responses for the questionnaire and no statistically significant differences between the group means (tested with an independent samples test with a 95% confidence level). However, users reported a good experience with the system in terms of learning how to use the controllers. The results for Q8 in Table I, related to the interaction aspect, indicate that for both interaction methods (eye gaze and wand) the task was easy to perform. In terms of the usability aspects, users reported the task to be easy to follow. As observed from the responses to Q9, listeners were confident enough to perform the localisation task again, being able to predict what would happen after a sound source is reproduced. Presence was expected to be high, since the system was built to be wireless and to allow 6 DOF. This is supported by the results from Q4, which show that users were not aware of their surroundings, being able to concentrate on the localisation task.
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Fig. 4: Questionnaire distribution of MOS scores for the experiment for the eye gaze pointing (GP) and the wand pointing (WP) groups. Each boxplot is related to the questions in the Table I. The vertical values are the range of options from 1 (strongly agree) to 5 (strongly disagree).
The time-to-complete values for the test were evaluated in order to give insight into the learning curve for the localisation task (see Fig. 5). An interesting result is related to the trend of the completion time mean values across the three conditions. Since the complexity is increasing across the phases, it was expected that the time to complete each phase would increase. However, this number has decreased, a possible indication that listeners learned how to perform the localisation task. This finding can also be supported by the questionnaire responses related to the interaction factor (Q2, Q3, Q5, Q7 and Q8). The results from Table II represent the average error angles for each group along the testing phases. This table shows that both of the groups had lateralisation errors (angle error < 45°). Additionally, these values indicate that participants missed the target by one (15°) or two spheres (30°). The results from the table also indicate that front-back confusions were not frequent across the tests, with the majority of localisation errors classified as localisation blur.

In order to measure workload during the completion of the test, a post-test NASA-TLX questionnaire was completed. An independent samples test with a 95% confidence level was run to check for differences between means for both interaction groups. Results from the test are given in Fig. 6, with the impact percentage for each of the six workload factors (physical, temporal, performance, effort, frustration and mental). The mean for each group was similar for all the workload factors with the exception of the temporal factor. The temporal factor was found to be more relevant for the WP (58% ±23.11) interaction method than the GP (30.5% ±26.29) method, t (18) = 2.484, p = 0.023, p < 0.05. The temporal factor is related to the time pressure to complete the required task [30]. This result suggests that listeners from the GP group were comfortable with the time given to perform the localisation. This result is also justified by the time-to-complete values for the GP group, which were on average lower than the WP group.

According to the literature, the sound localisation task requires a high level of processing from the brain [11]. Therefore, the mental workload factor values were high for both groups, as expected given the nature of the task. For both groups, the frustration level was considered low. This result suggests that users were aware of the sound localisation by the system, since there was no feedback from their responses during the test.

The average measurements for electrodermal activity (EDA) for each group are given in Fig. 7.
VI. CONCLUSION

Other than pilot studies of VR and speech localisation [34], there is a lack of subjective evaluation for immersive spatial audio applications in the literature and, in particular, very few works have considered or assessed spatial auditory factors and localisation abilities. This work presents an assessment methodology for auditory localisation abilities in VR. This application can be expanded to the health domain as a tool to improve assessment methodologies for people diagnosed with auditory processing disorders. Results from the experiments, show that users were able to understand the task and learn how to use the system. They also report that the two interaction methods evaluated, eye gaze pointing and wand pointing, are quite comparable. Results from the implicit metrics indicate an increasing level of immersion across test phases. Further investigation on the data collected during the experiment will be performed in order to improve the outcomes from the system regarding head movement analysis and performance. In addition, an analysis of the physiological and gaze data will be conducted to compare the benefits of the visual stimuli in VR.
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